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FOREWORD

This report was written in an attem.pt to give the scientist,

engineer or laboratory manager who has a limited background in ti~e area
of statistics a better understanditg. of the m-,ethods of kcorrelation and
regression. A number of examples have been given to illustrate The meth-
ods that have been developed, together with numerous grophical reprosen-

tations to give the repder a pictorial description of many interlockirg
relationships. No prior knowledge of statistics is assumed, hier scm.ý.'
experience in mnathematics beyond calculus is necessary to fully c,.:m.nPe-
hend the theoretical ib'mIMnt.

N- attempt has been made in this article to discuss "Lach topics

as -nfidence i•iervals or tests of hypotheses involving the correlation
coetiici-nt or regression equation. While these topics are certainly
important statistical concepts, it was considered desirable to restrict
the scope of the text to interpretations of the principles of correlation

and regression.

Over the past y'~ar, the author has been a statistical coosul-
tant to the Office for Laboratory Management in the Office of the
Director of Defense Research and Engineering. He was motivated to pre-

pare this review as a preface to a series of studies utilz ing these
stotistiCal techniques that will he published in the near future.
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1 INTRODUCTION

The mne iods of regression have been ised qu> e extensively in

recent years in the p-ediction of certain raindom phenomena do•ll i va-iables.

Frequently it is difficult to obtain observations, )n one variable,or observations

can be obtained only after a considerable timne delay. In such cases it is
,often desirable to establish a relatiorNshipi 11,-tweet this variable and one or

more other %ariables which can more easily be observed so that the folTner
variable can be predict U. F•or exanmple, a stude at's college point average is a
variable whic.h can be observed only after the completion of four years of
work, while the studernt's hli.h-school grades and scores on various college

entrance examinations are a. ailable prior to sis enrollment into college.
Many educators have been interested in predicting college success from such
precollege records. Another major concern in our society today is that )f
predicting a man's salary from age, educational background and type of work

data. The personnel offices of large corpor.tions must know what factors
"nfluencc salaries so that they can remair competitive with other organizations.

In r•gar•ssion the variable which is hring predirted is often referred
Sas the dependent variable,and the variables used in the predicting are

referred to as the independent variables. The initial step in an investigation

requires that observations be made on both the dependent and independent

variables. Using this data a relationship is istablished which best describes
the trend of the observations between the dependent and independent variables
so that in the future it is only necessary to observe the independent variables
to make a r.lidble prediction as to what the value of the dependent variable

would be if observed. For example, in a college admissions office, a study
might be made of current college seniors using point average as the dependent

variable and the student's high school grades and scores on college entrance
examinations as the independent variables so that only students with a high
predic od point average would be admittecl the following year. The relation-
ship that is established using the observa is from the dependent and

Independent vari ables ,'ill be called the regression equation, and the mechanics
of establishing this relationship will be discussed in the text of this article

It should be pointed out that in regression one is not necessarily
seeking perfect prediction of the dependent variable. Often the dependent

variable will be strongly related to one or possibly two variables and rnly

weakly related to a numnber of others. This is exhibit-d in the salary problem,
whei ' age and educationao level are strong factors and such things as
personality traits, compatibility with fellow employees and others, while

somietim es im-)portaut, for most employees have little effect and are difficult
to measurie in terms of salary effect. In regression, therefore, one is only

seeking , relationship involiving those variables for which the dependent

variable is strongly related. No interpretation of the term "strongly related"

will be given here,since the Interpretation may depend upon the particular

Investigation being conducted.



1 avi tI )Ut li I I C' (:L,,i • • i•ozi equatioti, :t is outeiI desirahle tu obtat,;

a rneasurf f the streng,,th 01 Ile hvpothe.ized re ationship, where tie term

streni th will be i:akren to mn;ean the (degree to whtc l fi o data f`i iul.ws tbe r crres n

equation. Several correlation techniques have, therreeurn, been I devehlued to

describe the strength of ti-,! -egression equation and interpretations will h 1),
given as to the meaning of the results.

As a matter of notation, capital letters (suncn as Y7 X, X 2 ) ',"ill be
uses to designate variables and small letters (such as yi, xli, xZ,) used to,,,

designate particular observations fronm the variables. Small letters will

.aiso be .sod in %,riting the regression equationls.

2. REGRESSION IN TWO VARIABLES

Suppose an investigator is interested ita studying the relationship

between salary and aýe of the protessional employees at Company A. The

investigator initially believes that a relatiornlship exists because he cnonien-

tures that an older man, in gerneral, will haýoe more experience in It-is profes-

sion than ill younger colleague, and tierefore will be more valuable to his

employer. It is realized by the investigator that age is by no means the

orly factor involved,but it is CorueCtured that at least some trend will be

present. A plot is therefore made of the observations on the variable Y

(salary in dollars/month) versus the observations on the variable ". (age

in yicarsE for the professional employees of the company and 1'resented in

the uipper graph of Figure Ialog with the Cdata. A casual observation shows

that there appears to Le an increasin trend of salary with age, hut the

investigator wishes to mAke more than Just a subjective "t)praisal of the

data. A further , xan irtationi indicates that the trend appears to he linear,

so the investigator wishes to find an equation of the forml

V a + Ox (t

which descrtbes t! Fend of the tsolrl)atis runtthe h ' variahles X anid Y.

That is, for this seVt , data, dote' r7Me C ýtunts Q tal 1 1 •, that I:I

e01111ployees salary in d Ilars per muilti'. c , , " d ire ited " 1 illtipl'vizt uIs

a e fl, y.ars bv the lintIstoitdt ditfi c t th e "l,, _tnt al I , ld e

en ±I)asizel v h-t the ,I aantI tv I + bx N, lv sI.ru .s I i a I- d i'do1 ttod salary PIr an;

eI',luyee ut a Xe x years hsed ki',, i tr ri d et riTcinreo u Vl c ,ri t re

pr)tr ssional I p, lrt aid that .A• iti( Ida 1 's salar niqht t "

c drside a lv ir i kts ird ioct- d v la , tv i ;. v the i ie , ther factrs

ber,:des .ini (Stil as .dm uki tit0 ra . ' "d A ;1d I I - S,, 11'a1 ity traits) whiicht

a tect ao ('11 ,l.vnce, S Ial:' ry.

The s eSiqito " is s : ;itvroest,-( !!1 1:1t't' ;i; ,' l :5tiitt5 I:;

Equatiol 1 (1 soI that this cquail:',l lie'St t-Oircsc~ltS the trit-d est,}itlished I)v

Conpaiiy A. The in`ratse "'bes•st repr, se"' k 1ild lIe rIte,.IretF d q1ite



d;fferently I,, 7 i t Ives i ;wvs ; ators, ;o it is desirable f , inti oduce the
t da " i t c . 1 It ;•I I( It I " t I i a < i tt~ (a ti V; 7, 1 -1 S•, h,. C * 1-,, C! )f l-ea

squa res--ltat ,-d c'oistaots .c and ) in Equation (I) such that the sutr

S L (y -e--Ix (2)

is minimwized where the su'- is taken ,.-" a'! pairs (xi, yi) repre, e~ ing

the agte anod salary pair of the ith em.ployce. It -vill be recalled that a + bxi

will r(present 'he predicted salary for the ith employee ,so the quantity

d. - Y - (ca 4 bx.i

represents the ith employee's salary deviation fromr the linear trend of the

professional population of Con-pany A. From Equation (2) the method of least

squares is seen to V..constants a and b to make the sum ot the squares of

these deviations as small as possible. The details will not be stated here,

but it can ne shfown that the constants a and b satisfying the least squares

criterion can be fouri'c for Equation, (2) by obtaining the partial derivatives

S/8 a and a S/ab and then solving simultaneously the two equations

S as 0a ci a h.

for a and 1). The rcos(lt will yield the values

11
N" V - •ii \

S i - - .)x (3)
11 -[/X2 2.

N -u1

where x N d
i 1 i i

, u:iK h are alt lanted from (.) I. uation (1) Is iovvn

js4 t " io " r "t'e 51tl f)t Y •I n , . !'I ,mi ( t) i s ees s i-n that the constant a

is detc rtr ua0: dire( t1%, ri 1 t :l, 1 he T I'. , fmea.1s. FIhus, a desirah e

,ilt .mn�<!c rnm i) the l'oear r.C"ressl •,u can ohtai:ued b1Y the dirtier

ai-l 1 t"oiln for the . 't,.ut 0 i:nt (qIbn ), vie.idi the modified form

v ,(X x-N). (3a)

ibis t1,rn) '.s d,osivi , mlan.yv ioccanse it exu)li,.itlv c• hilits the mieans of the

data us( 1, btam I t o " resso (q-ttth:'.
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Data Table
xi yi i x. yi i x. y x 7i

1 25.0 810 6 30.3 792 11 36.4 894 16 47.2 1175
2 27. 1 755 7 32.7 847 12 37.4 868 17 48.6 1016
3 27.4 863 8 33.2 926 13 39.2 1060 18 52.4 973
4 29.1 956 9 35.6 791 14 40.9 986 19 53.7 1083
5 30.2 890 10 35.8 995 15 45.8 917 20 54.6 1168

4



Using the data given in Figure 1, the linear regression has been
calculated and this line plotted through the data in the second graph of
Figure 1. Geometrically, the deviations di represent the vertical distance
from the regression line to the point (xi, Yi) as illustrated in the figure.
The regression line has the properties that

n
Sdi = 0

i=l

and

n 2
E di
1=l

are minimized. It should be mentioned that, if X is considered to be the
dependent variable instead of Y, then the regression of X on Y cannot be
found by solving the equation y = a + bx for x. Rather, one wishes to find
constants a' and b' in the equation x = a' + b'y such that the sums of squares
of the horizontal distances from the points (xi, yj) to the curve x = a' + b'y
are minimized. This solution for a' and b' may be considerably different
from the constants found by the inversion of the equation y = a'+ bx, especially
if the sample size is small.

3. CORRELATION IN TWO VARIABLES

Having obtained a regression equation, the investigator'is often
interested in determining the strength of this relationship obtainod by his
regression technique. One of the most frequently used measures of this fit
is the Pearson product moment correlation coefficient obtained fromthe
observations on the variables X and Y by the equation

n

i=lX¶1 -y nxy
. . (4)

nn z _
I E -xnx )(E y -- n )'i=l I i=:1

Some of the major prorerties of this correlation coefficient are as follows:

(a) For anysetofpoints - < r < +.

(b) r = + 1 if the points lie on a straight line with positive slope.

(c) r = - I if the points lie on a straight line With negative slopes'

5
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(d) r will be close to zero if the data has no linear trend .

(e) If each xi is multiplied by a positive constant, the value of
r is unchanged.

(f) If a constant is added to each xi, tý7e value of r is unchanged.

Property (a) gives the range of the correlation coefficient, while properties
(b), (c), and (d) give special significance to three particular values. In
addition, a positive correlation less than one indicates that the slope b of
the regression line is positive but that the data points do not fall on a straight
line. Similarly, a negative correlation indicates the slope of the regression
line is negative. The relationship between the slope of the regression line
and the correlation coefficient is exhibited more explicitly by the equation

i 2 2
x - nx

r b i= -I
2 _2

Y, - ny

obtained from Equations (3) and (4). To further illustrate these properties,
six hypothetical sets of data have been given in Figure 1. 1 together with
their corresponding correlations coefficients. Properties (e) and (f) indicate
that certain linear transformations of the xi's do not alter the value of the
correlation coefficient. Such transformations are often very helpful in
simplifying computations, especially if the correlation is calculated by
hand or with a desk calculator. Property (e) also implies that the value
of the correlation coefficient does not depend upon the units of the
xi's. That is, if xi is a length, the sme correlation will be obtained
whether the x, s are recorded in inches, feet, centimeters or miles.

To give a specific meaning for all values -1 < r < + 1 it can be
shown by squaring both sides of Equation (4) that

2i=1 (y, -a- bx.) 2r = = I-
n

i=l (yy

where a and b are from Equation (3). Noting that b = 0, a = y is a solution
which makes the sum of square a in the numerator equal to the sum of squares
in the denominator, the solution given by (3) must of necessity give a sum of
squares in the numerator which is no larger than the denominator, since this
solution was obtained so as to minimize the numerator. The square of the
correlation coefficient r 2 thus has range 0 < r 2 < I and is often referred to

7
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as the coefficient of deterro ination. Usi.•i

cli = y - y

to represent the deviation of the ith observation f ror the rrean y, it can
be seen from Equation (5) and Figure 2 that r' can be interpreted as the
fraction reduction in the variation of the variable Y when the sum of
squares is measured from the regression litie of Y on X instead of from
the mean y. Another way of expressin' this would be to say that the linear
regression of Y on X explains 100 r 2%'ý, of the variation of the variable Y.

In the salary versus age data :yen in Figures 1-2 the correlation
coefficient was calculated from Equation (4) and found to be 0. 768. From
this, the coefficient of determination was c;-'Lculated and found to oe 0. 590.
Thus, for Company A, the linear dependence of salary on age explains
59. 0% of the variation in. sa.lary.

Another useful measure of the strength of the regression equation
is the standard error of estimate Se defined by the equation

S - . (y. - a - bx) 2  
(6)

e n i2 i

where a and b are defined by (3). This measure is based upon the square
of the deviations of the points from the regression line and therefore
measures the spread of the points about the regression line. The quantity
S e is equal to zero if all points lie on a straight line and is positive other-
wise, with larger values of S. indicating, weaker linear trends.

4. DESCRIBING THE DATA

The quantities b, r and Se are all useful in desciH,;+ig char-
acteristics of the data, but care must be taken to avoid Twisintcrpretations.
The correlation coefficient r is greatly dependent upon the slope of the
regression line h, so that two sets of data which look quite different on a
graph may have nearly identical correlation coefficients. To more clearly
exhibit this property, salary versus age data has been gathered on the
professional employees of companies A, B, and C in Figure 3, and a graph
of this data presented in Figure 4. Below the data in Figure 3, and also
in Figure 4, a number of statistics have been cal(ulated in an attempt to
adequately summarize the data fronm the three companies. A conm:arison
between companies A tid B indicates that if the standard error of estimate,

Se, is held fairly constant, an increase iii the slope b will c-,-,e art increase
in the correlation coefficient r. Note that companies B and C have sinmilar
slopes, but in this case an increase in the standard error of estimate, S-

9



Figure 3

Company A Cbmpany B Company C

i xi Yi x. Yi x. Yi

1 25.0 810 Z5.1 926 26.6 887
2 27.1 755 27, 7 796 28. 2 8633 27.4 863 28.7 853 28.4 8414 29.1 95( 29,2 9C.3 30.4 848
5 30.2 890 31.2 764 33.7 886
6 30.3 792 32.8 829 33.9 8447 32.7 847 33.9 771 36.2 9128 33.2 926 34.2 919 36.4 850
9 35.6 791 37. 1 797 37.2 877

10 35.8 995 37.2 845 38,6 89211 36.4 894 37.4 952 42.7 87012 47.4 868 4.• 2 837 43. 921
13 39, 2 1060 43. 7 912 45. 0 883
15 45.8 917 47.0 860 47.,1 879

5 458 9748. 1 1017 48. 3 942
16 47. 2 1175 50. 1 808 49. 7 906
17 48.6 1016 51. 8 962 52. 5 939
18 52.4 973 54.0 1036 54.0 895
19 53,7 1083 54.3 810 55.0 93320 54.6 1168 57,1 902 57,6 955

x = 38. 13 x = 40. 14 x 41. 20

y = 93 r. 25 y = 874. 95 y 891. 15

Slope of Regression Line

b = 9. 8732 b = 2. 7206 b 2.6546

Correlation C )efficient

r z 0. 16787 r ý 0. 34836 r = 0. 74870

Coefficient of Determination
2 2r 0. 58963 r = 0. 12135 r 0. 56055

Standard Er or of Estirnate

Se ý 79. 12 S = 75. 36 Se 23. 31e e
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Figure 4. 1

1100

go

IV1000

0

800 25 3 4 
55 6

X Age in Years
Statistics with

Bad Pi~tStatistics 
with

Included 
BdPit

Excluded

b Slope Of Regression Line

b 0 802b 
2. 419

Correlation Coefficient

r 0. 1812r 
0. 6 9 5

Se 43. 19Standard Error of Estimnatý

5 3Se 
~23, 34

12



produces a corresponding decrease in the correlation coefficient, r, for
Company B. A comparison between A and C shows that these two effects

can be neutralized. That is, both companies have similar correlati(s r
but company A has a much larger standard error of estimate, S, and also
larger slope b. This last comparison :ll,,strates that two sets o da:a can
have similar correlation coefficients but exhibit different linear tre .(
This results because the correlation coefficient as shown by Equation 5)
measures only a relative reduction in the sum of squares of the variable
Y due to the linear regression of Y on X.

In summary, the three quantities Se, b and r individually give the
investigator only limited information about the data, but together they
provide a good description of the linear relationship between the dependent
and independent variables. That is, b gives the slope of the regression
line, Se,a measure of the sp!-ead about the regression line and r 2 the
relative reduction in the sum of squares due to the linear regression.

Another interesting aspect of the data ir, Figures i-4 is that the

predicted salary for a man )f age 30, which can be found by sabstituting the
value x = 30 into Equation (3a) for each co-mpany, is about the same for
all three companies, as shown in the tah'e below.

Predicted Salary at Age 30

in Dollars /Month

Company A 858

Company B 847

Company C 861

Thus the startiriin salary for a %r)ung professional might well
he the .Same at all th-ee comnpanies, but becan se of the advancement policy
ot the individual comnpanies, the yearly in( reases miight vary drastically
f r (on C O epaliv to &k ol[.ally

F"inallv, it should be mentioied that when one uses the corirelation

arid regression techniques, special (are should tbe taken to ,.iminate all
errors fronm the data. 'The niethid if least squares is especially se.nsitive
to extraneous points and even a tow bad points aiiorng a few l-,,dred can
drastically alter the results. As ;m Cilustration, let us suppose that the
salary ()f the last individun al in Corn pany C was recorded erroneously as
$7T,;/nToirth ill Vigure 3. Vicure ,4. 1 shows a plot of the regression liho'
w,,h this bad point include-d in the data in addition to the recalculation of
the regression equation after this point has beOn eliminated. The effect of
this one had point is surprising unless one is familiar with the m athen'atical
analysis. It is. therefore, often advisable to plot the data on a graph and

13



Figure 5

x Rxi y ' Ry Rx, -Rv" (Rx -R-i )2

25.0 1 810 4 -3 9
27.1 2 755 1 +1 1
27.4 3 863 6 -3 9
29.1 4 956 12 -8 64

30.2 5 890 8 -3 9
30. 3 6 792 3 -3 9
32. 7 7 847 5 +2 4
33. 2 8 926 11 -3 9
35.6 9 791 2 +7 49
35.8 10 995 15 -5 25
3o.4 11 894 9 +2 4
37.4 12 868 7 +5 25
39.2 13 1060 17 .4 16
40.9 14 986 14 0 0
4 58 15 Q17 10 +5 25
47.2 16 1175 20 -4 16
48.6 17 1016 16 +1 1
52.4 18 973 13 +5 25
53.7 19 1083 18 +1 1
54.6 20 11t8 19 +1

2 210 0 302

t) (30 2)
r 1 (309) 0,2271 0. 7721

20(399)

1 4



check the vaiiy fay point that does not appear to toll iw the trend

establis' ed by the majority ot the data po nts.

5. SPEARMAN'S 1 ANIK CORRELATION coEFFic.=ENT

Another measure of the correlationr between two variables that

canl be used is Speaiman's rank cor reiation coefficient. Tc, obtain tnis

imeasure for it set of data defined by the pairs (x. yi), the coordinatw4
muist in ranked with re spect to the two, variables; thus, the smailest x,

is given rank one, the second smallmS rank two, and contimnuir until

the largiest xi is given rank in Define, therefore, Rxi to be the rank of

the coordinate x, amo ng the n observationis on the variable X and

similarly define the rank K\,p~ Usin2 then the data (Rxh Rvq) in EQuation

(4), the re suits give Spes rman' £ rank correlation coefficient. However,

since the dlata no", consists oniv of intgeie values, Equation (4) can be

simplifiedI in this special case to gW y the mnore c orrmo on eq nationi far the

c a icuiaon of the rank kor relation r* as follows:

n 1 (Rx - y

r 1

An examole of' the calculation of the rank correlation coetficient

is Liveni n 11gure ; usi4 the alarx' versus age data of Company A. The

rank correlation has also been calculate tfr Compankes B and C u~sing

Equation (7) and a ,nnoarlson with the p.r.,diut ý-,omerit correlation given
in the table below ior the three corvparliýS

''roduc t Mn e t R ank

Coairrelation Co-eficivt Correlaton Coeffiient

Cmai Ai onnvf 7n7Q 0, 772,1

K.uimo 0. 34"4- 0. ll1'

Cmotpany C 0, M*o7 0. 7 N

P~r the datam ist Onnisierect toe rank and pr,"Kiict urieni-t

t4rrvlm'tins were Owe clse.,h n this r-ed mq We the case. M exaumnie

wiiI nýov he c:I' VI in an Mtort to mo're "pliicitly Weine the relationship

.whih "\ists t,;m the n;. rrelatwn etýet.Th oe raph

;oon '.,, a 1lW It yied \.rs"S terye nature for a givcn rcp over

a t\we~vo~v.,r ner.on. sthre an in(:1 ti:nal -oo epresents the W~eld

!or A c t-Ir \e~0. ''0! acýainst the average temperature during the qroAlng

season tor um 4iv en Near. The ;'ro'Wct noi: ent zve iatloi wvas
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for this: oat uigEuto )ai joird to be r d. 7a <8 e ta

points are lnoW 11anIKed wNitb respect to !)0th t, n rninat ili~
8110 plotted the 1barr g~raph in Figure 0. T h is tansiog pjr(&t~dire 1s

esmniil tantrmtoo the on ý.inal data which preserve~s the, rank

o)f the o)bse, rva tkics but which distorts the spread of the data to ~iv-e
o)bservations win.ch are exactly one u, )tý -prrt in both the horiziotal Anid

vertical directions. This tranisformaition) is rocdto- sinipilfy calcu-

la tioos ,but ,as shown in thee ( X am pj~l of i ill rf t thi SS sin1)Ii plir iat ior i S
often, produced at the expense 0. con-,Ideranile distorti n .on the relative

sp~read of Lhe data, sIg the ra'vseý((id ata, the r-ank co)rrelationi coettictent

can bie calculate7d from) Ltquationi ( /r 1i n) tne ain plifi, i forum, g~i ven

6y Equation (7) anid o'miýn to be r 0. Q) 011. A comvparisonl irnccates that

the transformation to rankeu da. 1prOdulces a chang,-e 4 more thaIn 0. 11 in

tive correlation ( efficient iri th'ý case.

Inl gone ral, if the, origin,.1 data is evenily spread with respect to

the two variables, then r anid r4 will he , e. v clInse to each ,`her since

little 0 is to rtic)n is produced by the transformation to r-anked (lata . If,
however, a plot of the o rigi nal data inl iriate s that the pnioit s appear in clusters,

it 'Is enitirely possible that .anid r t* will be constierablv (different.

'.MULTIPLE LINEAR RkEGRESSION

Suippose the investii'ator feels the depenident varialble Y is rela-ted

to two or m1ore in'depenoderit variables and the re-)r- wishes to uise a !incti',,

t evra variabl)es to predic t the cdept-detit var-vable V. For k lnilepenlderit

vanidles~l' y - , wheni the prediction equ:ation takes the :ormv

V 11 22 u

a!d if tli' c tJ a ~t 0, tl (It cee illnili the lea at au e

S L½> -Q tii-, I
I I L

Elle r.:at' 9~ snw:x~ as !Ile n'-v11ltvple linear ersson y N 'n

A,, L Alllo an t :0Vc Iý lll.1'.1" L a

salvt ii t lie aSvat eill

aS



F'igure 7

Data '••le

In a given area for the ith year ,e fine

y. = yield in tons/acre for a given crop

xl= rainfall in inches during growing season

xi= average tentperature in degrees Fahrenheit durin •rnW,:n!

season

Year yx x R R Rx

Y *2i Yi xI

1 6, 50 8. 0 72. 20 5 5 7

2 6.20 7.0 71,40 3 4,

3 7. 50 12.0 nC. oO 9 9 1

• ' 7. 10 11. 2 69. 10 8 8 4

5 5. 90 6. 0 76.10 2 2 10

6 5. 50 4. 8 74. 40 1 1

6. 60 9. 4 738 30

8 7.80 13. 3 o7. 80 10 10 2

9 ,. 1)0 9. 8 68. 20 7 7

10 o. 30 6.4 71. 30 41 3



-I '---I- h-1 "%V t: (e

" - N v- .+o •Qx x-- x.2,x.

Fo ar,( .a1u(, of i ti is ki at ']es 'ýi so ve i = 1 1N tr i .=-ho s 'u
S Sira1 ast u-a i n:a 5e I,-..- susitm -r hyKamrs ue

Thi )-ed t - eqi ;ýi

Y. : , ai k L+

1a" ,1:, for 'Is '; Gl I iy
a0 • .: < L x i '0 , 4- ..1 s K x

: A! : :-- i=11 KI I

-= ,W Ia'- ,.al1(- IA p this s,,stem! can: nest he solved: 1'v iatrix i,;ethods, buat

• :1 k is sai, a solutin :an: he obtained by substitution or by Kranmer's Rule.

At hternat,-n I urro Iten used :or the linear regression is obtained by
slvi: heist O nuation• 01 th~e syte ' () fr o0 aim making: a direct substio-

Ut:ut:• :!t, EqiiatiI:A (8'). This yields the equation

8•8) -a 1 2kh(xt - x) + a(x? - x V)+.. + ikxk - xl) (10)

Aitain, this form• is ,•ttenr preferable to FEqua•tion (8) necause it explicitly

exhib•its th1 rc is of the variables used to obtain the regression equation.

It should be ':oteil that the variables Xi need not be independ it. III

fact, quitte the (-o:ajt-, ai-; it is poissible for o:ne variable to be a nc-nlinear function

of senor. other ) \ariaie. For example, it is possii:le to have X2 = X1 or
X3 :X 1 4 3XN tNowever, linear combinations of variab:les, such as X3 = +

2X where the extiuneits on the mndeoendert variables are all one, are not
pei itted. In this case, the yr.atrix the system of Equations (9) is singular

arid the iiverse does not exist; or,in otiher words, the coefficients ar are not
aniiquely detevrmined wh en any of the variables is a linear combination of some
of the other variables.

C(onsid( r now an exar oPle employin, the concept of multiple regression.
Suppose an investigator wishes to predict tie yield of a crop from rainfall and
;:flilJplrI1:i-e data given, in Figre 7.
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Assuming the prediction equation. has the form given by Equation (6)
with k r 2, the system of Equatior.s (9) reducrs to the tollowing three

equations:

l0a + 87. 9a + 710, 3a = 6. 3
0 1 2

87.9a0 q 84ý. 7 3a + 6 1 7 9.0 8 a2 = 600.44

"71 0.3a + 6179 08 I + 50537. l9a2 = 4692.08

Obtaining a simultaneous solution to this system for the coefficients

a 0 , a- a2 and then substitution into Equation (10) yields the regression
equati n

y - 6.63 + 0. 21413 (x -8.79) - 0. 0382 (x - 71.03). (J1)

In a system like that which was just considered, where there ip

more than one independent variable, Equation (I) cannot be uiedirc! 2 y

to calculate the strength cf Lhe relationship given by Equation (I1). There-

fore, the methods of correlation will be eneralized to handle this situation.

7. THE CORRELATION MATRIX

Suppose a problem is cor'61dered for which there is one dependent
variable Y and two independent variables X 1 and X 2 as in the preceding example.
Define ryx1 to be the Pearson product moment correlation coefficient calculated

from the observations on the variables Y and X1 using Equation (4) while
ignoring the observations on the variable Xz. That is, calculate the
correlation coefficient r yx1 between Y and X1 as if the observations on X2

had never been taken. Similarly, define the product moment correlation
between all other pairs of the three variablesand define ryy to be the
correlation of the variable Y with itself while ignoring the observations
from the other two variables. The correlation matrix is then defined to
be a listing of the product moment correlation for all pairs of variables
presented in the form

ryy r rYX 1  YX?.

rX1Y rX1X1 rX1X2

Lr X r jrX2 Y X 2 x 1 x X22-

Since from Equation (4), it can be shown by symmetry that

rXy r yx

"2o



and that

r - 1
xx

it is ustoma.ry to prese-nt only the upper nalf of the matrix in the form

ryx YX(

Using t!.e data given i;i iigure 7 aord the form given by (12) the
following corre7.-tion matrix waý obtained:

I +C., 9831 -0. 8781] (13)

1 -0. 8312

This matrix indicates that there is a strong direc' relationship
between ) ield and rainfall and a strong inverse relationship between yield
and temperature as well as a strong inverse relationship between the inde-
pendent variables, rainfall and temperature. 'ThIe Main purpose of the
correlation matrix is to present the correlation between all pairs of variables
in a standard form so that the interlocking relationships may be observed.
The concept of the correlation matrix may be generalized to any number
of independent variables.

As aoother illustration of how closely the rank correlations

approximate the product moment correlations, the quantities Ryi, Rr
R were calculated as show, in Figure 7. Using Equation (7), the i

X2i
rank correlations were calculated for all pairs of variables and prestoted
in the following rank correlation matrix:

19879 -0. 8546
10. -0. 854Z4

This example shows that with only ten points, a close apprcximation is
obtained to the product momert correlations using rank correlation methods.
It should be remembered that there is a fairly even spread of the data in

this case,however, and one cannot expect the approximation to be as good
if the data p~irnts ar " 1ustered.
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8. MULTIPLE CORRELATION COEFFICIENTS

An examination of the correlation matrix (13) in view of Equation (5)

indicates that in this example 100 x (0. 9831) 2 % = 96.66% ot the variation in
the yield can be explained by the linear regression of Y on Xi. However,

suppose the investigator feels that temperature also has an effect on yield
and decides to use both temperature and rainfall data to obtain a prediction
equation for yield. From the data gi-.en in Figure 7 and using the form of
Equation (8), he calculates the regression of Y on X, and X2 and obtains
Equation (11). it now becomes important to him to obtain a measure of tne
strength of this prediction equation to determine how much improvement in
the prediction procedure has resulted from the use of both variables in the
regri-s,- equation. An examination of the correlation matrix (13) indicates
that yield and temperature are indeed related,but,since rainfall and temper-
ature are also relateu, there remain some questions as to whether both
variables are needed in predicting yield.

Therefore, generalizing Equation (4) to two independent variables,
define the square of the multiple correlation coffici rt R y(x X by the

equation (

n
: (y -a 0 -aX -nX

2i=1 i 1 2 Zi
Rz I - i- --ax~) (14)

Y(X 1 X2 ) n 2 2

where a 0 , a 1 , a, are obtained by the solution of tie s;vstem (i) with k = 2.
The quantity R Y(X1X ) thus gives the fraction reduction in the variation of

the % riable Y explained by the linear regression of Y or. X. and X 2 . Some
properties of the multiple correlation coefficient are as follows:

(a) For any set of data points 0 < Ry(xXI) <_ .

(b) If Ry(x x2) is close to one then the linear regression of Y on

X1 and X 2 is a gcod prodictior. cquatlo. for Y.

(c) If R (X 1 x) is small then the linear regression of Y on X 1 and

X2 is not a good pro,.•diction equation for Y.

Calculating now the multiple correlation coefficient for the regression
Equation (11) using the data in Figure 7 together with Equatiron (14) it wa's
found that

RY(x(X X 0.9890 (15)
12



2
This result indicates that 100 x (0. 9890) % = 97 8% of the variation in
yield can be explained by the linear regression of Y on X, and X Z Previously,
it was shown that 96, 6% of the variation in yield could be explained by the

regression of Y on X1 so that a subtraction indicates that an additional 1. 2%
of the variation in yield can be explained with the addition of the variable
X to the prediction equation.

Equation (4j aian be further generalized to k variables where the

square of the multiple correlatio,, coefficient Ry(x1x2...Xk} is def-ied
by the equatiu,n

n 2

R .(1 I li= - 2 (16)Y 'I2. . Xk) n -

x (y -y)i=l

(10'r(, ak are obtained by the solution of the system (9).

•. •IEOMETRICAL CONSIDERATIONS

The g,-ometrical representation of the regression equation Y on

X1 X.. k is that of a k-dimensional hyperplane in k+l-dimensional Euclidian
space which is best in 'he least squares sense. This geometrical repre-
sc-'rtation, although mathematically interesting has little practical use.
There is, however, another ceometrical approach which is very useful in

exhioiting some i mportant characteristics of the data. Consider the example
given in Figure 7,andl define (xli, x2i, yi) to be the rainfall, temperature
and yield triple for the ith year. Using , the te. triples, the regression of
v on X1 and X-? was calculated for this data and given in Equation (11).
Using the triple (xli, x\ j, yi), define zi to he the predicted yield for the ith
year obtained by substitu*ing the values of the independent variables X 1

and X into the regression equation (11) for the ith vear ,yielding the
equation

z. 6 6.63 - 0. 21413 (x i- 8. 70) - 0.0382 (x 2i- 71.03) (17)

A plot ()f Z versus Y for the ten years is given in Figure 8 together with a

tabulatiot1 of zi using Equation (17). Tbhis 4raph demonstrate. the ability
of the regression equation to predict ti... dependent variable. That is, if
the dependent variable Y is strongly related to th,. linear regression of I

on X, and X 2 . then zi will be a good prediction of yi and the points (zi, Y)
will be close to the line ivy. If, on the other hand, Y is only weakly related
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to the regression of Y on X1 and X2, ther, the plot will exhibit a greater
spread about the line z = y. Figure 8 also can be used to divide the YZ
plane into two regions divided by the line z 7 y. Any point in the region

above the line z - y has an obs-rved value Yi smaller than predicted by
the regression equation while all those points below the line z = y have an
observed yi larger than predicted. Therefore, any unusual point can be
detected merely by noting those points with the largest deviations from the
line z = y.

Another interesting result as a consequence of Figure 8 comes to
light if the product moment correlation coefficient ryz is calculated between

the variables Y and Z. It should be remembered that the constants a0, all
a 2 were originally chosen so as to minimize the sum

n 2 n
(Yi - Q 1 Xli - Q 2? (yi - z.) (18)

i=l i=l

Thus, for the calculation of ryz, the solution for the constants a and b from
Equation (5) is a = 0, b = 1 and because of the relationship given by

Equation (18)

r Ry(x (10)

In general, these results state that the multiple correlation
coefficient RY (X .Xk) can be interpreted as the product moment correlation

r yz between the dependent variable Y and the variable Z, the linear combination

of the independent variables XI ... Xk given by the regression equation.

10. PARTIAL, CORRELATION COEFFICIENTS

Whien the r latiooLship between two variables is being determined,
quite trequently the true relationship between these two variables is disguised
by a common relationship to a third variable. For example, in th- problem
just considered, it was lound that the correlation between yield and temper-
ature was .0. 8781. Ao examination of the correlation matrix (13) shows

that Loth tnempe rat ure and yield are strongly related to the third variable,
which is rainfall in this case. One might therefore ask the question, !Is
the relationship bet\, ee yield and temperature as strong as indicated by the
correlation coefficient ,or is this correlation coefficient strengthened by
the strong d,.cpe:odeinc e ,f both at'Ll es upon rainfall ?"

It does not seen- unreasonable to consider the possibility that
high rainfall as a cause produces an effe't of high yield and low temperature,
and that,in reality, temperature only appears to affect yield because of its



Figure 9

Yield Temperature

Actual Predicted by Actual Predicted by

rainfall rainfall

Year y y+b(x li-x) A'). x x +b'(x *-x ) Ax ZiI 1112 li Ii

1 6. 50 6.43 +.07 72. 20 71.75 +.45

2 6.20 6. 19 +.02 71.40 72.65 -1. 25

3 7.50 7.43 +.07 66.60 68.12 -1.52

4 7. 10 7.23 -. 13 69. 10 68 85 +. 25

5 5. 90 5. 94 -. 04 7t). 10 73. 50 +2.b,4

6 5.50 5.64 -. 14 74.40 74.65 -. 25

7 6.00 6. 78 -. 18 73. 30 70.48 +2.82

8 7.80 7. 75 +.05 o7. 80 v6.Q4 +.86

9 6.90 6.88 .02 b8.20 70. 11 -1.91

10 6. 30 b. 04 i. 2o 71. 30 73.20 -1. 90

2I.



product mnoment correlation matrix (13). With a little patience, it can be
shown from Equation (4) that

ry - ry rx
Yx Yx Ix 2x1

21 21 (2
2 471- 2) (1.r Z2)

Y1 X2

Calculation of the partial correlation from Equation (L2) is often
preferable,since no information beyond the correlation matrix is required.

In the problem under considerationi it was 5hown that 9ot, % of the
variation in yield was explained by the linear regression of yield on rain-
fall. Thus, by a subtraction from 100%, 3.4% of the variation in yield was
not explained by its linear regression un rainfail. The square of the partial
correlation coefficient ryYX2. X 1 gives the traction of the unexplained

variation in yield which can be explained by the variation in temperature.
That is, 100 x (-0. 5983)2% - 35. 3% of the variation in yield, unexplainedi

by the linear regression of yield on rainfall , can be explained by temper-
ature variation. Or equivalently, an additional 100 x (0. 034)(0. 353)%
1. 2% of the variation int yield can be explained by temperature variation
over and above what is explained by rainfall. Adding these results together,
(q6. 6 + 1. 2)% 7 97. 8o of the variaticn in yield can be explained by rainfall

and temperature together. It will be remembered that this is exactly the
same result that was obtained with the u-e of the multiple correlation
coefficient Oive n by Equation (15). TI'liis, the relation.,hip wh h exists
between the multiple correlation coefficient avid the partial correlation
coefficient can be expressed by the equation

S2 2 2
R••r -([ - r.) r -(2t4Y(XIX_) YX YX YX,_ X

Porimulae have been developed here lor the partial correLition coei:i citnt
for the el-mination of the effect o! -ne variable i-. considering the relation-
ships that exist among a set of variables. rhe theory can be extended to
the elimination of m,•re than onc. variable,arid equations for this process
are i'ivev by Kendal, (4).
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tefperaure OreWld lkt e~rnt the effect o)f raifal yineld pii
the vaito n-,il n enprtr.I sntimmrediately obvious

variable; however, one acceptable way of elimi natiog the effect of rainfall

Usio Euator (3 cac~i-te te ruresin o Y ilX 1 and use

the form of the reuression equation Lgiven by Equation (3a). Define

Ay y - v (x ii . 2

A is the difference between the actual yield anid that predicted by
the reg~ression equatioii of Y on X. Similarly define Axz 1 to be the ditference

btenthe actual average temperature and the temperature predicted by
the reL~ression, of X, on- XI. The qilantitv -- xli is Li~ven by the equation

Ax, x x, - b' (x, -, I) 12

Ayv -nd Axdesigniate the variation in yield anid temperature,
respectively, xhich caninot be explained by the linlear regression on rainfall.
These quar-tities9 are calcultatei for this example and are Presented in

C 3 c h t : 2 w the p roduact to oo iit correlation colefficienit 'netwe en

Ay and Ax, -Ivo2 ) Equation (4). one Yt n

rAX'AX >()

T!,i s q,,ia- t . y\ onas fine oialcorrelation~o Y and N' w ithn

.'r '~ t tIk r" t le X r~'vd. A io e onni >t t ion th t s5

Y, xl

It "s !',~~' fVS - citý1('; e the .lartia! or-clatnol ~e i~i!.nt l the

,VI e'Rt~r~ a C.11,culatcd c.irectl fr,ri' the
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